





comments on the CCPA regulations into account as it begins the process of drafting regulations to
implement the CPRA. We also ask the Agency to consider the following specific topics when
issuing its initial draft regulations:

I

IL

I1I.

Iv.

The Agency Should Take a Leadership Role in Aligning State Privacy Laws.
The Agency is in a unique position to advance harmonization across differing state
privacy laws, such as those in Virginia and Colorado. To the extent possible, we
encourage the Agency to take steps to further uniformity across state privacy
regimes.

The Agency Should Ensure Opt-Out Preference Signals Are Truly User-
Enabled and Are Not Set By Default. The Agency should promulgate rules that
reinforce the CPRA’s requirement for opt-out preference signals to be affirmatively
set by consumers. The Agency should prohibit intermediaries from setting such
signals by default and should ensure that opt-out signals or other mechanisms do not
inhibit businesses from communicating the consequences of opt out choices to
consumers. We believe that this is in conformance with the California privacy laws.

The Agency Should Appropriately Tailor Risk Assessment Requirements. The
Agency should require businesses to submit assessments only upon request in the
context of a formal investigatory proceeding. The Agency should also make clear
that turning assessments over to the Agency does not waive bedrock attorney-client
privilege and work product protections.

The Agency Should Avoid Overly Prescriptive Rules Addressing Dark Patterns.
The Agency’s dark patterns regulations should not overly constrain businesses’
ability to engage with consumers. Such regulations should strike a balance of
deterring deceptive and manipulative conduct while allowing for flexibility in the
modes, methods, and content of business communications with consumers.

The Agency Should Take Steps to Preserve the Benefits That Data-Driven
Advertising Provides to Californians, to the Economy, and to All Consumers.
The Agency should recognize the benefits the data driven economy provides to
consumers and should advance a regulatory approach that offers appropriate
protections for Californians while still enabling them to benefit from the data
economy.

We thank the Agency for the opportunity to provide comment on these topics, as discussed
in more detail below, and we look forward to continuing to engage with the Agency as it
promulgates draft regulations to implement the CPRA.

I.

The Agency Should Take a Leadership Role in Aligning State Laws

In addition to California, Virginia and Colorado have recently enacted state privacy laws
that are set to take effect in 2023.3 To the extent possible, we encourage the Agency to use the

3Va. Code Ann. §§ 59.1-571 et seq.; Colo. Rev. Stat. §§ 6-1-1301 et seq.
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consumers an opt-out preference signal option or an option to opt out via a clearly labeled
homepage link.

B. Opt-Out Preference Signals Should Be User-Enabled

For businesses that elect to enable consumers to opt out of sales or sharing of personal
information through opt-out preference signals or other such mechanisms, the CPRA directs the
Agency to promulgate rules defining technical specifications for such controls. The CPRA places
specific parameters around the Agency’s promulgation of such rules. Namely, the opt-out signal or
mechanism must “ensure that the manufacturer of a platform or browser or device that sends the
opt-out preference signal cannot unfairly disadvantage another business.”® According to the
CPRA, the Agency must also ensure such opt-out preference signals or controls “clearly represent a
consumer’s intent and [are] free of defaults constraining or presupposing such intent.”” The
regulations should reflect these important elements of consumer choice that are set forth in the law.
These parameters serve to help ensure consumer choices are genuine, and that opt-out preference
signal regulations do not favor certain businesses over others, remove businesses’ ability to
communicate the consequences of opt out choices to consumers, or stand in the way of true and
informed user choice.

Our past comments to the CCPA detail this issue in depth, as set forth in Exhibit A. In
particular, beginning on page 2 of our March 27, 2020 comment to the OAG on the content of the
CCPA regulations, we discussed ways that intermediary interference with consumers’ use of global
privacy controls could thwart the expression of true user choices. Finally, we addressed how the
imposition of a global privacy control requirement should not turn the CCPA’s and CPRA’s explicit
opt-out structure into an opt-in structure, thereby directly contravening the text of the law itself,
which enables consumers to opt out of business sales of personal information, rather than have to
turn off an automatic setting that assumes they want to opt out of sales across all businesses. We
ask the Agency to review these comments for background and to ensure that regulations
implementing the CPRA further informed consumer choice and the explicit opt out structure set
forth in the law.

In addition, we provide in Exhibit B a consensus framework for evaluating whether opt-out
preference signals or other mechanisms in the market are actually user-enabled. This consensus
framework was developed by a broad group of stakeholders across the digital advertising industry.
It requires an affirmative consumer choice to exercise the right to opt out and requires choice
settings to be presented to consumers in ways that do not unfairly disadvantage certain businesses
over others. The framework also requires a business to communicate the effect of the choice setting
and the scope of the opt out to consumers. The framework also provides guidance regarding
business transparency surrounding the choice signal and how consumers can opt in after previously
having opted out of sales or sharing. We encourage the Agency to review the framework set forth
in Exhibit B and to consider implementing it via regulation.

3 1d. at § 1798.185(19)(A)(i) (emphasis added).
97d. at § 1798.185(19)(A)(iii) (emphasis added).






III.  Appropriately Tailor Risk Assessment Requirements

The Agency asked commenters to provide input on when processing should require a risk
assessment under CPRA.!*> We encourage the Agency to: (1) require businesses to submit
assessments to it only upon the Agency’s request pursuant to a civil investigative demand or other
formal investigatory process; (2) clarify that a single assessment conducted for purposes of
compliance with other laws may satisfy CPRA assessment requirements; and (3) ensure that any
requirements to turn over assessments to the Agency do not waive foundational attorney-client
privilege or work product protections.

We ask the Agency to clarify that risk assessments must be provided to the Agency only
upon request after it has served a civil investigative demand or similar formal inquiry on a business.
Requiring risk assessments at any more regular cadence would create excessive compliance costs
for businesses and would necessitate significant resources from the Agency to review assessments,
thereby removing staff from devoting time to other areas of critical importance. In this area, the
Agency can take steps to align the CPRA with other state privacy laws. For example, the Virginia
Consumer Data Protection Act allows the Virginia Attorney General to request a company’s data
protection assessment pursuant to a civil investigative demand if such assessment is relevant to an
ongoing investigation.'* The Agency should adopt a similar approach to risk assessments under
CPRA.

The Agency should also clarify that assessments conducted for purposes of compliance with
other laws may satisfy CPRA requirements if the assessment conducted for compliance with
another law addresses a comparable set of processing operations or includes similar activities.
Laws that will go into effect imminently, such as the new privacy laws in Colorado and Virginia,
require assessments for certain processing activities. Companies should not be required to perform
separate assessments for each law if the processing activity that is the subject of the assessment is
similar. The Agency should confirm that assessments conducted to comply with other privacy laws
may satisfy CPRA requirements.

Finally, we encourage the Agency to clarify that a disclosure of a risk assessment to the
Agency upon its request does not constitute a waiver of attorney-client privilege or work product
protection with respect to the assessment and any information contained in the assessment.
Attorney-client privilege and work product protections are crucial, long-standing principles that
encourage open communications between businesses and their counsel. Declining to clarify that
such protections extend to risk assessments would hinder businesses from being able to candidly
work with their legal representatives to perform risk assessments to further compliance with data
privacy laws. As a result, the Agency should clarify that its risk assessment regulations and any
actions that would require a business to turn over risk assessments to the Agency do not waive
critical attorney-client or work product protections.

13 See RFC at 2.
4 Va. Code. Ann § 59.1-576(c).



IV.  Avoid Overly Prescriptive Rules Addressing Dark Patterns

In its request for comment, the Agency asked for input on “regulations, if any, that should be
adopted to further define ‘dark patterns.””!> The CPRA itself defines “dark pattern” to mean “a user
interface designed or manipulated with the substantial effect of subverting or impairing user
autonomy, decision-making, or choice, as further defined by regulation.”!® If the Agency takes
steps to promulgate further regulations surrounding dark patterns, we ask it to avoid overly
prescriptive mandates that do not enable flexibility for business communications with consumers.

While we agree the Agency should take steps to prevent unscrupulous actors from using
deceptive and manipulative practices in the marketplace, we strongly believe overly prescriptive
rules regulating the form and content of speech would not be in the best interests of California
consumers or businesses. Notices and choice interfaces that are presented to consumers should be
clear, meaningful, and free from deceptive practices that manipulate consumers into making certain
elections. However, there should be flexibility for companies, channels, and platforms to present
user information, choices, and notices to consumers in ways that make sense for the given company,
channel, platform, and the consumer. For instance, a brick and mortar retailer may present notices
and choices to consumers in a manner that is entirely different from a company that offers a smart
speaker with no visible interface for written disclosures on the device. Regulations addressing dark
patterns should not be so rigid that they limit businesses’ ability to appropriately tailor and present
disclosures and choices to their consumers, nor should they require businesses to present
information in a way that lessens consumer engagement or hinders business innovation. We caution
the Agency from overreaching in its rules on dark patterns, as overly prescriptive regulations could
violate First Amendment protections for commercial speech as applied to the states through the due
process clause of the Fourteenth Amendment.!”

Responsible businesses do not endeavor to be deceptive or manipulative in their
communications with consumers, because their relationships with customers are founded in
consumer trust. Businesses are incentivized to maintain that relationship of trust with customers so
consumers continue to come to them for products and services. We support regulations that would
minimize deceptive and manipulative market practices when it comes to presenting consumer
notices and choice interfaces, as we believe truthful, accessible, and clear notices and choice
mechanisms benefit businesses and consumers alike. However, we ask the Agency to avoid issuing
overly prescriptive rules that would too rigidly define how businesses must communicate with and
present choices to consumers.

V. Data-Driven Advertising Provides Significant Benefits to Californians, to the
Economy, and to All Consumers

Over the past twenty years, data-driven advertising has created a platform for innovation and
tremendous growth opportunities. A new study found that the Internet economy’s contribution to
the United States” GDP grew 22 percent per year since 2016 in a national economy that grows

SRFC at 6.

16 CPRA, Cal. Civ. Code § 1798.140(1).

17 See Exhibit A, December 27, 2020 Ad Trade Comments on Fourth Set of Proposed Modifications to Text of Proposed
California Consumer Privacy Act Regulations at 3-6.









new regulations on data-driven advertising, the consumers who reap the benefits of such
advertising, and the overall economy before advancing them through the rulemaking process.

* * *

In addition to the specific issues set forth above, we encourage the Agency to continue to
engage with stakeholders who are impacted by the CPRA as it begins the process of drafting
implementing regulations. Clear and consistent communication between consumers, businesses, the
Agency Board, staff, and others involved in the CPRA regulatory process will be crucial to develop
regulatory provisions that further the goal of advancing consumer privacy. We welcome future
opportunities to respond directly to the regulatory provisions the Agency drafts. We hope to have a
meaningful two-way dialogue on these important topics.

Thank you for your consideration of these comments. We look forward to working further
with you on developing implementing regulations under CPRA.

Sincerely,

Dan Jaffe

Group EVP, Government Relations
Association of National Advertisers
202-269-2359

Christopher Oswald
SVP, Government Relations

Association of National Advertisers
202-269-2359

David LeDuc

Vice President, Public Policy
Network Advertising Initiative
703-220-5943

Lou Mastria, CIPP, CISSP
Executive Director

Digital Advertising Alliance
347-770-0322

Alison Pepper

Executive Vice President, Government Relations
American Association of Advertising Agencies, 4A's
202-355-4564

David Grimaldi
Executive Vice President, Public Policy

Interactive Advertising Bureau
202-800-0771

Clark Rector
Executive VP-Government Affairs
American Advertising Federation

202-898-0089

CC:  Mike Signorelli, Venable LLP
Allie Monticollo, Venable LLP
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